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### ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACSR</td>
<td>aluminum conductor, steel-reinforced</td>
</tr>
<tr>
<td>ADC</td>
<td>analog-to-digital converter</td>
</tr>
<tr>
<td>CT</td>
<td>current transformer</td>
</tr>
<tr>
<td>CCVT</td>
<td>capacitive coupled voltage transformer</td>
</tr>
<tr>
<td>DFT</td>
<td>discrete Fourier transform</td>
</tr>
<tr>
<td>DG</td>
<td>distributed generation</td>
</tr>
<tr>
<td>DLR</td>
<td>dynamic line rating</td>
</tr>
<tr>
<td>EI</td>
<td>Eastern Interconnection</td>
</tr>
<tr>
<td>FD</td>
<td>frequency deviation</td>
</tr>
<tr>
<td>FDR</td>
<td>frequency disturbance recorder</td>
</tr>
<tr>
<td>FNET</td>
<td>Frequency Monitoring Network</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>IOFD</td>
<td>integration of frequency deviation</td>
</tr>
<tr>
<td>LSB</td>
<td>least significant bit</td>
</tr>
<tr>
<td>NPCC</td>
<td>Northeast Power Coordinating Council</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>PMU</td>
<td>phasor measurement unit</td>
</tr>
<tr>
<td>PPS</td>
<td>pulse-per-second</td>
</tr>
<tr>
<td>PSS/E</td>
<td>Siemens Power System Simulator for Engineering</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>SLR</td>
<td>static line rating</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>TDOA</td>
<td>time difference of arrival</td>
</tr>
<tr>
<td>THD</td>
<td>total harmonic distortion</td>
</tr>
<tr>
<td>TVE</td>
<td>total vector error</td>
</tr>
<tr>
<td>UTC</td>
<td>Coordinated Universal Time</td>
</tr>
<tr>
<td>VT</td>
<td>voltage transformer</td>
</tr>
<tr>
<td>WECC</td>
<td>Western Electricity Coordinating Council</td>
</tr>
</tbody>
</table>
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ABSTRACT

Phasor measurement units (PMUs), a type of synchrophasor, are powerful diagnostic tools that can help avert catastrophic failures in the power grid. Because of this, PMU measurement errors are particularly worrisome. This report examines the internal and external factors contributing to PMU phase angle and frequency measurement errors and gives a reasonable explanation for them. It also analyzes the impact of those measurement errors on several synchrophasor applications: event location detection, oscillation detection, islanding detection, and dynamic line rating. The primary finding is that dynamic line rating is more likely to be influenced by measurement error. Other findings include the possibility of reporting nonoscillatory activity as an oscillation as the result of error, failing to detect oscillations submerged by error, and the unlikely impact of error on event location and islanding detection.

1. INTRODUCTION

First introduced in the 1980s, synchronized phasor measurement units (PMUs) have now become a mature technology used for many applications essential to power system efficiency and integrity (see Appendix A). Linked in synchronized networks, PMUs are capable of reflecting the status of the whole measured power system and are useful for power system stability monitoring, postmortem analysis, and adaptive protection and control to improve efficiency and lower costs. The measurement of frequency and phase angle, which is used by most applications, is subject to measurement errors from both internal and external factors, which may influence the accuracy of the applications or even cause their failure. This report analyzes the range of PMU measurement errors and then discusses their influence on several applications.

Measurement errors typically originate in the PMU and instrumentation channels between the power line and the PMU. In this section, errors from these two sources are discussed and assumptions for the error impacts are given.

1.1 PHASOR MEASUREMENT UNIT APPLICATIONS

PMUs, a kind of synchrophasor, were developed to monitor and analyze power system behavior. The device provides a way to monitor a wide-area power system with very high precision in both distance and time, through the use of its high resolution and time synchronization. Compared to many traditional power system devices, PMUs provide precise frequency and phase angle measurement results. This feature is the basis of many applications for power system monitoring and protection.

Event location estimation is one PMU application. When events such as generation trip or load shedding occur, a sudden mismatch of active power will happen and cause a significant frequency and phase angle increase or decrease depending on the event type. Because these perturbations travel through the grid as electromechanical waves dispersing at finite speeds, PMUs located throughout the grid are able to detect the variation of frequency and angle with unique time delays proportional to the distance from the PMU to the disturbance. Applications based on this have been developed to estimate the event location [1].

Oscillation detection is another PMU application. Disturbances ranging from a small amount of load variation to the loss of a large generator typically evoke voltage, angle, and frequency oscillations in the power system. A system that lacks sufficient ability to damp oscillations can become unstable and even experience cascading blackouts. It wasn’t until the advent of PMUs that oscillations could be easily observed [2]. Similar to generation trip events, frequency oscillations propagate through the system as electromechanical waves and therefore can be observed by PMUs.
As distributed generation (DG) has been more broadly used, it has brought new kinds of problems, one of the most important of which is islanding. Islanding is the situation where a distributed energy resource continues to supply loads when the DG system is disconnected from the utility power system. An islanding occurrence not only poses a threat to power quality and the safety of maintenance crews, but may also seriously damage the DG network and delay restoration [3–5]. When islanding occurs, the islanded part cannot synchronize with the bulk power system, and therefore, a frequency difference between the two parts occurs. By detecting this difference, PMUs can discover the islanding event.

Dynamic line rating (DLR) is used to evaluate the maximum allowable currents of the transmission line in real time. It is essential to maximizing use of the transmission line while avoiding equipment degradation or failure [6]. Using PMUs for DLR can save the cost of installing additional devices while providing real-time, accurate results [7].

1.2 PHASOR MEASUREMENT UNIT ERRORS

The standard for PMU accuracy is IEEE Standard for Synchrophasor Measurements for Power Systems (IEEE Std C37.118.1-2011) [8]. According to IEEE Std. C37.118.1-2011, to evaluate the measurement error of PMUs on amplitude and phase difference, total vector error (TVE), defined in Eq. (1.1), is used.

\[
TVE(n) = \sqrt{\left(\hat{X}_r(n) - X_r(n)\right)^2 + \left(\hat{X}_i(n) - X_i(n)\right)^2} / \left(X_r(n)^2 + X_i(n)^2\right),
\]

where \(\hat{X}_r(n)\) and \(\hat{X}_i(n)\) are the sequences of estimates given by the PMU under testing and \(X_r(n)\) and \(X_i(n)\) are the sequences of theoretical values of the input signal at the instant of time \((n)\) assigned by the unit to those values.

According to this definition, a phasor angle error of 0.57° (0.01 radian) will cause 1% TVE, corresponding to a time error of ±26 µs for a 60 Hz system. Meanwhile, the standard requires that the maximum steady-state frequency error be less than 0.005 Hz.

1.3 INSTRUMENTATION CHANNEL ERRORS

The instrumentation channel refers to the transmission path between the PMU and the measured power line. The instrumentation channel scales down the amplitude of voltage and current on the power line and passes them to the PMU. Components on the channel usually include transformers, cables, and attenuators, as shown in Fig. 1.1 [9].
Fig. 1.1. Typical instrumentation channel for a phasor measurement unit

The cable is the main contributor to instrumentation channel errors as its length causes the time delay that is then transmitted to the phase angle error. This delay is also dependent on several other characteristics of the cable, such as the cable type and whether it is shielded or unshielded. Typically a 500 ft RG-8 cable introduces an error of 0.4°. In some cases, the continuous cable can be as long as 3,000 ft, which brings larger phase angle error [10].

For the sake of economy, the accuracy of the instrumentation channel components is limited, especially that of the transformers [10]. Generally, the most accurate instrumentation channels are current instrumentation channels that use current transformers (CTs), followed by those that use voltage transformers (VTs) and capacitive coupled voltage transformers (CCVTs). For American National Standards Institute–class VTs and CTs, the maximum phase angle error could vary from 0.26° to 2.08°, depending on the transformer type [10].

1.4 ASSUMPTIONS IN THIS REPORT

To evaluate the impact of errors on PMU-based applications, the worst case, defined as the errors in measurement that result in the application deviating to the greatest extent, was assumed for the analysis. For instance, the worst case PMU-based event location error locates an event in the farthest place from the actual event position. All errors are “assigned” to cause this worst case.

The error range is selected in reference to the typical condition. For the PMU error, a phase angle of 0.6° and a frequency of 0.005 Hz are assigned. The typical phase angle error brought on by instrumentation channels using VTs or CTs varies from 0.2° to 1.0° [10]; therefore, 0.6° and 1.0° are chosen as the typical and maximum error, respectively. Maximum errors of 1.6° in phase angle measurement and 0.005 Hz in frequency are assumed. As long as the errors are within these ranges, it is possible for the selected scenario to occur.
2. IMPACT ON EVENT LOCATION

One application of PMUs is detecting and locating disturbance events within a power grid. The method for this is based on the geometrical triangulation algorithm using the time difference of arrival (TDOA). A disturbance in the power system, such as generator trip or load shedding, causes frequency and phase angle variations that propagate along the power network with finite and constant speeds [11]. Using this principle, it is possible to estimate the location of the disturbance [12]. This application is used by the power system Frequency Monitoring Network (FNET) [13]. When a disturbance occurs, changes over a preset threshold will be detected by frequency disturbance recorders (FDRs) on the distribution lines and transmitted to the FNET server. The server will detect the event and determine its arrival time at different FDRs. The triangulation algorithm is then used to estimate the location within a circle around the first responding FDR as it is the nearest one to the event location. Every suspected power plant and pumped hydroelectric storage unit within this circle is then validated by a linear regression with the data from the first six responding FDRs. The event plant should give the least fitting residues [1]. Because the algorithm is based on the phase angle measured from the power grid, measurement error may cause the event location to be inaccurate or fail altogether. This section presents a study designed to analyze the level of angle error that will cause event location failure.

2.1 APPROACH

Because the event location is estimated within a circle around the first responding PMU/FDR, the location triangulation will definitely fail if the first responding device is impacted by error and the real location is beyond the circle. As the triangulation algorithm uses relative angle values to detect the first responding unit, we assumed that the impact of instrumentation channel error would be negligible in this case. That is because all measurement data go through the same channel and contain consistent angle shifts that can be eliminated during the process of relative angle value calculation. We assumed that, for every single PMU, the portion of measurement error that impacts the event location application is randomly distributed in the whole process of measurement within a reasonable band. Based on IEEE Std. C37.118.1-2011 [8], ±0.6° was taken as the maximum PMU measurement error band. Plots of the angle curves are presented throughout this discussion. The units are seconds for the time and degrees for the angles.

According to the triangulation algorithm, the closer the angle curves are to each other, the more easily they tend to be influenced by error. An example is shown in Fig. 2.1. The red horizon line represents the preset threshold. The response time of each PMU is decided by the time its angle curve goes through this threshold. The angle curves of BUS1 and BUS4 vary within their respective band ranges when error is added. If the error is large enough or the angle plots are close enough, the bands will overlap, and their responding sequences may swap, depending on the measurement error. In that case, the first responding PMU will change from BUS1 to BUS4, resulting in a triangulation failure.
Within the error band, the theoretical PMU measurement error should randomly distribute. To statistically determine the situations in which the triangulation results would definitely fail would cost much time and most of the answers might be negative. Assuming the worst case occurs when each PMU measurement contains the maximum error, either +0.6° or −0.6°, there are hundreds of “first six responding unit” sequences for one event, which may or may not result in different event location results. It depends on the geographical and electrical relationships between the true event location and the topology of the PMUs. For the sake of efficiency, different events were tested with several combinations of responding PMU sequences to verify the existence of PMU measurement error impacts. This report focuses on the cases that verify the PMU measurement error significantly impacts the event location results.

To demonstrate how the angle error of the PMU impacts event location, angle error is added to different cases, and the triangulation results before and after the error are added and compared. The study is first implemented on a Northeast Power Coordinating Council (NPCC) model-based simulation and then on real power disturbance events. In the first simulation, one generator in the NPCC model is manually tripped and data from each bus are obtained using the Siemens Power System Simulator for Engineering (PSS/E). The latter case uses a real event and the related phase angles recorded by FNET.

The main parameters of the algorithm include the event detection threshold, which indicates how much phase angle change is considered an event, and the search radius, which defines the scale of the circle centering the first responding device and supposing to compromise the event location. Both parameters use empirical values. According to [1], 3.2° is used as the threshold of phase angle variation and 200 miles as the circle radius.

2.2 NORTHEAST POWER COORDINATING COUNCIL MODEL-BASED SIMULATION

The NPCC model is shown in Fig. 2.2. There are a total of 140 buses; the phase angle of each is recorded by a virtual PMU in PSS/E.
In the simulation, generator 1 on Bus 21 is tripped down. All PMUs on other buses respond to this event; angles of the first six units are plotted in Fig. 2.3. It is noted from the figure that the first responding PMU is on Bus 1, which is actually the nearest one to Bus 21.

**Fig. 2.2. Northeast Power Coordinating Council model.**
(Acronyms used in the figure, such as “PJM” and “NYISO,” are the names of or stand for regional transmission organizations.)
When angle errors are added, the first responding PMU will change. During the simulation, angle errors with different polarities are added to each bus. It is found that an angle error as small as $\pm 0.15^\circ$ is able to change the first responding PMU. In this scenario, $-0.15^\circ$ and $+0.15^\circ$ error are mixed to Bus 1 and Bus 4, respectively. Consequently, the first responding FDR changes from Bus 1 to Bus 4, as shown in Fig. 2.4.

Fig. 2.3. Angle curves of the first six buses. The red horizon line represents the preset threshold.

Fig. 2.4. Angle curves of the first six buses with $\pm 0.15^\circ$ error. The red horizon line represents the preset threshold.
When the angle error increased to ±0.6°, the responding time of Bus 1 is far behind Bus 3 and Bus 2, as shown in Fig. 2.5. In this case, the location triangulation will experience a larger impact.

Fig. 2.5. Angle curves of the first six buses with ±0.6° error. The red horizon line represents the preset threshold.

If the triangulation algorithm implements a radius of 8 miles, the event location is out of the circle around Bus 4, as shown in Fig. 2.6.

Fig. 2.6. Triangulation failure caused by 1.2° error. The red circle represents the event location, and the green triangles represent the PMUs.
2.3 REAL-EVENT-BASED SIMULATION

The phase angle variations during a real event are recorded by FDRs deployed around the states and are used for event location. Due to the different initial phase angle in different FDR locations and the angle shifts from high-voltage transmission networks to distribution levels, the phase angles measured by FDRs are far apart from each other. For convenience all the phase angles are self-normalized to start from zero and “detrended” to remove the monotonic increasing or decreasing trend before the disturbance point. After processing, the angles of different locations are comparable and it is easy to ensure the TDOA. An example is shown in Fig. 2.7.

![Graph showing processed phase angle curves](image)

**Fig. 2.7. The processed phase angle curves measured by frequency difference recorders in a generation trip event.** Coordinated Universal Time (UTC) is used to indicate the time the event occurred. The red horizon line represents the preset threshold. Legends show the names of different frequency disturbance recorders.

In most cases, phase angle curves are separated from each other by a relatively large distance. Therefore, the first responding unit is unlikely to change even with a ±0.6° error added. The phase angle plots of different generation trip events are shown in Fig. 2.8–2.13. Bands have been added around the phase angle plots to show the possible ±0.6° variation range due to the error. From the figures it is obvious that the first responding units in these cases will remain unchanged even if the error in each case reaches the maximum value.
Fig. 2.8. Phase angle curves of 2010/01/03 generation trip. The red horizon line represents the preset threshold.

Fig. 2.9. Phase angle curves of 2010/03/14 generation trip. The red horizon line represents the preset threshold.
Fig. 2.10. Phase angle curves of 2010/07/16 generation trip. The red horizon line represents the preset threshold.

Fig. 2.11. Phase angle curves of 2011/05/09 generation trip. The red horizon line represents the preset threshold.
Fig. 2.12. Phase angle curves of 2011/06/26 generation trip. The red horizon line represents the preset threshold.

Fig. 2.13. Phase angle curves of 2011/10/12 generation trip. The red horizon line represents the preset threshold.
According to our simulations, in spite of the ±0.6° phase angle error being difficult to influence in most cases, the event location still has the potential to be impacted. In this simulation a generation trip event took place in West Virginia on March 12, 2010. The first responding FDR is UsWvCharleston688, which is 26.45 miles from the event location. The curves of the first six responding FDRs are shown in Fig. 2.14.

![Fig. 2.14. Angle curves of 03/12/2010 event. The red horizon line represents the preset threshold.](image)

If the angle error is added, the first responding FDR would change. According to the simulation, an error as low as 0.1° could change the FDR responding sequence. One example is shown in Fig. 2.15.

![Fig. 2.15. Angle curves of 03/12/2010 event with 0.1° error. The red horizon line represents the preset threshold.](image)
In Fig. 2.15, the first responding FDR varied from UsWvCharleston688 to UsVaBlacksburg656, and the responding sequence of others and TDOA also changed due to the ±0.1° error that is added.

When the error increased to ±0.6°, the first responding FDR could be changed to UsVaRichmond601, which is 255 miles from the event location. Angle curves of this scenario are shown in Fig. 2.16.

The triangulation algorithm then failed to obtain the event location because it is out of the 200-mile radius circle around FDR UsVaRichmond601, which is identified as the current first responding FDR. This scenario is shown in Fig. 2.17.
2.4 SUMMARY OF EVENT LOCATION IMPACT

Angle-based event location is a PMU-based application that uses the phase angle of the power grid to detect and locate the disturbance event. The angle error in most cases does not impact the accuracy of the triangulation algorithm. However, in some cases the angle error is able to cause triangulation failure. Basically, the first responding PMU is the unit most vulnerable to the angle error. According to the cases analyzed above, angle error as low as ±0.1° can cause a failure, and an angle error of ±0.6° will have an even greater impact.
3. IMPACT ON OSCILLATION DETECTION

Small signal stability problems with the power grid can potentially cause significant electromechanical oscillations, which may lead to grid reliability issues and potentially large-scale blackouts. PMUs provide high-precision time-synchronized data for oscillation detection. Frequency and phase angle measured by a PMU can be used for oscillation detection. However, the measurement error will affect the detection result, even resulting in its failure. In this section, the phase-angle-based oscillation detection is described first, and the impact of measurement error is analyzed.

3.1 APPROACH

Currently, angle measurement from PMUs, instead of frequency measurement, is used for oscillation detection, mainly because angle measurement has a lower signal-to-noise ratio (SNR). Because the phase angle deviation in PMU measurement is the integral of the frequency measurement deviation, an oscillation of small amplitude in frequency can cause the angle to obtain a much higher SNR [2]. Figure 3.1 shows an obvious oscillation that happened in February 2008. As shown, system frequency extends from 59.84 to 60.18 Hz, with a total deviation of about 0.34 Hz. However, the relative phase angle extends from −30° to 55° during the same event, with a total angle deviation of nearly 85°. The resolution obtained from the angle deviation during this oscillation event is much higher than that from the frequency measurement.

The oscillation detection module monitors the incoming phasor data in parallel with the frequency event detection module. The difference is that the oscillation detection module will use the angle data instead of the frequency. To obtain the relative angle deviations, the absolute angle measurements from PMUs are processed by referring to a reference PMU and then the angle value of each PMU is normalized to start from zero by subtracting the angle from the starting angle point of each PMU measurement.

The relative angle remains stable without much deviation when the system is operating in a steady state, though it changes abruptly during events because of the power angle redistribution associated with the event. The relative angles will form a wavy curve during the oscillation. The signature of an event will usually show an oscillation data pattern that has a steep angle rise or drop beyond a certain threshold right after disturbances and then, following the oscillation starting point, the oscillation magnitude (the peak-peak magnitude of a swing) goes beyond a certain limit and the oscillation is sustained for at least one swing. The schematic diagram for this is shown in Fig. 3.2. Here the 5-second span is an empirical value derived from the fact that the frequency of the inter-area oscillation normally ranges from 0.1 Hz to 1.0 Hz.

Oscillation detection uses the same relative angle values as the event location application. The impact on oscillation detection results is brought about primarily by the random error from the PMU, but the impact of instrumentation channel error can be neutralized. Likewise, the maximum PMU measurement error band is considered as ±0.6° based on IEEE Std. C37.118.1-2011.
Fig. 3.1. Angle measurement vs. frequency measurement in oscillation detection:
(a) frequency oscillation monitoring and (b) relative angle oscillation monitoring by the Frequency Monitoring Network. (Based on an event that occurred in February 2008.)
3.2 RESULTS AND ANALYSIS

Oscillation detection is based on use of PMU phase angle data. With consideration of PMU data error, oscillation signal detection can be influenced significantly.

Based on the oscillation detection principle, a threshold is set up to determine an oscillation event. If the magnitude (peak to peak magnitude value of a swing) is beyond the threshold, it indicates that the oscillation sustains at least one swing. In this case, the oscillation event would be detected and recorded in the PMU for further analysis. Fig. 3.3 and 3.4 display the impact of PMU system error for a specific threshold. The solid curve represents the pure relative angle data on which oscillation detection should be determined, theoretically.
Fig. 3.4. **Phasor measurement unit error impact on a nonoscillation signal.** The solid curve represents the pure relative angle data, and the dashed curves represent the relative angle data with ±0.6° measurement error. Point a and b are peaks of dashed curves, and point c and d are valleys of dashed curves.

In Fig. 3.3, the threshold is set to be 3°. The magnitude (peak to peak, P2P) of the solid oscillation curve is 3.1° and thus beyond the threshold. Theoretically the oscillation should be detected effectively. It is expressed in the following inequality.

\[
P2P > \text{threshold}
\]

This oscillation detection module uses relative angle data. It is assumed PMUs in the same interconnection system, including the reference unit, have the same phase angle error range of 0.6° based on the IEEE Std. C37.118.1-2011. It follows that the range of relative angle error should be from −1.2° to +1.2°, considering the error of the reference unit. When a ±1.2° error is added to the pure relative angle data, as shown by the dashed curves in Figs. 3.3 and 3.4, there is a possibility that the oscillation signal is covered by error. The plot shows that the maximum magnitude of the signal with error is determined by the discrepancy between points a and d, and the minimum magnitude is determined by the discrepancy between points b and c. The relationship between these magnitudes and the threshold is shown in Eq. (3.1).

\[
\begin{align*}
\text{max } P2P &= P2P_{ad} = P2P + 2.4 > \text{threshold} \\
\text{min } P2P &= P2P_{bc} = P2P - 2.4 < \text{threshold}
\end{align*}
\]  

(3.1)

According to these relationships, it is obvious that with an error of ±1.2°, the measured magnitude value may be less than the threshold. Only oscillation signals with positive degrees of error and magnitude over the threshold can be certain of detection. PMU system error may result in omitting oscillation detection.

Fig. 3.4 displays the PMU system error impact on a nonoscillation signal. Likewise, the solid curve is the pure relative angle data of the system. The dashed area shows signal with ±2.4° error. In this plot, the magnitude of the original signal is ±1.2°, less than the threshold of 3.0°. It is a nonoscillation signal. However with error, the result could be influenced. The magnitude is less than the threshold as shown in inequality (3.1)
As shown in Fig. 3.4, it is highly possible that the magnitude is changed to be the deviation between points \(a\) and \(d\), the original magnitude with positive 2.4° error. Finally, the magnitude is changed to be 4.8°, beyond the threshold of 3.0°. This relationship is shown in Eq. (3.2).

\[
\max P2P = P2P_{ad} = P2P + 2.4 > \text{threshold}
\]  

(3.2)

In this case, the nonoscillation signal is detected as an oscillation. Apparently this incorrect detection is influenced by the PMU system error.

The plot in Fig. 3.5 displays PMU system error impact on a real oscillation detection case that happened in the Eastern Interconnection (EI) system at 09:42:07 UTC on August 31, 2014.

![Fig. 3.5. Phasor measurement unit error impact on oscillation signal.](image)

The phase angle data are detected by FDR684 and recorded on the FNET server. For the EI system, the threshold is set up as 3°. Any oscillation should be detected when the magnitude is beyond the threshold; otherwise the system may not be able to recognize it. In the plot in Fig. 3.5 the blue solid curve shows the relative angle above the threshold, of which the magnitude is about 4°. It should be detected as an oscillation event correctly. However, with consideration of ±1.2° PMU system error, the magnitude ranges from 1.6° to 6.5°. When the magnitude is measured below 3°, the oscillation signal is covered by error, which would result in oscillation detection failure.

### 3.3 SUMMARY OF OSCILLATION DETECTION IMPACT

Oscillation detection is a fundamental application based on analysis of relative angle data provided by PMUs. However, unavoidable measurement error influences this application by impacting the magnitude of the signal in a certain range. In some cases, an oscillation signal can be absolutely submerged in error and thus cannot be detected effectively. In other cases, a nonoscillation signal, influenced by error, can be wrongly detected as an oscillation.
4. IMPACT ON ISLANDING DETECTION

DG, which uses fuel cells, micro-hydro, photovoltaics, etc. and is placed close to the load being served, is a new shift in the power industry to take advantage of economic and eco-friendly energy sources [14]. However, many issues are involved with DG. One of the main issues is islanding, the situation where a distribution system becomes electrically isolated from the remainder of the power system while continuing to be powered by DG sources. Islanding threatens the safety of line workers and causes the distribution sources to be out of phase with the utility power supply when reclosing. Therefore, it is very important to detect islanding quickly and accurately.

PMUs can capture the characteristics of frequency and phase angle change during the islanding generation and could be used for islanding detection. Furthermore, the PMUs network overcomes the limitation of traditional methods such as small mismatch and topology adaptation. Therefore, the application of PMUs in islanding detection is essentially promising.

Because frequency and phase angle are used for this application, their errors may influence the detection precision and results. The islanding detection method studied here is based on the frequency measurement of FNET [15], and the error impact is demonstrated.

4.1 APPROACH

In this algorithm, frequency deviation (FD) for all the FDRs is calculated by

\[ FD_i(t) = |f_i(t) - f_{\text{ref}}(t)|, \]

where \( f_i(t) \) is the measured frequency value of the \( i \)th FDR at timestamp \( t \) and \( f_{\text{ref}}(t) \) is defined as the median value of all the monitored FDRs in the same interconnection.

\[ f_{\text{ref}}(t) = \text{median}(f_1(t), f_2(t), ..., f_N(t)). \]

The integration of frequency deviation (IOFD) is defined as the accumulation of the FD over a certain time period, given by

\[ IOFD_i = \sum_{t=t_1}^{t_2} FD_i(t), \]

where \( t_1 \) and \( t_2 \) are the start and end times, respectively, for this integration time period. It is used for false event rejection.

When the FD of any FDR surpasses the first period, \( F_{th1} \), an early warning is triggered, indicating possible islanding. Then \( IOFD_i \) is calculated over a time period and compared to a certain threshold. If it is over the threshold \( F_{th2} \), it can be determined that the system monitored by this FDR is in off-grid operation. If not, the system is concluded to not be islanding. For the islanded system, \( IOFD_i \) is continuously calculated until it falls below the third threshold, \( F_{th3} \). The whole procedure of islanding detection is shown in Fig. 4.1.
When the frequency angle is mixed with the measurement error, the result of $FD_i$ and $IOFD_i$ will also be influenced. This may cause the islanding detection method to fail or give a false alarm. To demonstrate this situation, an islanding detection case is selected. Data collected by FDRs are fed into the algorithm to verify the correction of the method. Frequency error is then manually added to the data and the new detection result is compared with the original one to identify the impact caused by measurement error.

### 4.2 RESULTS AND ANALYSIS

The first case studied happened during Hurricane Sandy in 2012. During that time an FDR in Sussex, New Jersey, detected off-grid operation. The frequencies are plotted in Fig. 4.2.

The frequency deviation that triggered the islanding detection is 262.65 mHz, and $IOFD_i$ is 18,204 mHz. In the experiment, errors of ±5 mHz are added to the data by trying to decrease frequency deviation between the FDR detecting the islanding and other adjacent FDRs. However, due to the large frequency deviation, the added error could not cause the islanding detection failure. When continuously increasing the frequency error, the algorithm did not fail to detect the islanding until the error reached 0.35 Hz. The frequency plots are shown in Fig. 4.3.
An islanding case that occurred in the Western Electricity Coordinating Council (WECC) system of North America on June 1, 2010, was analyzed next. The frequency plots are shown in Fig. 4.4.

Because of the large frequency deviation, the ±5 mHz error does not prevent the islanding detection. Frequency error is increased to 0.2 Hz before it causes the algorithm failure, as shown in Fig. 4.5.
Fig. 4.4. Frequencies measured by frequency disturbance recorders in the 2010/06/01 Western Electricity Coordinating Council islanding case.

Fig. 4.5. Frequencies with 0.2 Hz error in the 2010/06/01 Western Electricity Coordinating Council islanding case.

Another islanding case took place in the WECC system on July 22, 2010, as shown in Fig. 4.6.
According to the simulation, the minimum frequency error that could cause the islanding detection failure is ±0.2 Hz, as seen in Fig. 4.7.

In this case, both the frequency deviation and IOFD are large enough that error within ±5 mHz is unable to cause the islanding detection.

The islanding detection time of this algorithm mainly depends on the integration time for calculating IOFD. According to the testing on the above cases, the ±5 mHz do not influence the detection accuracy.
on detection time of 30 s, 4 s, and 2 s. Error may affect the detection accuracy if shorter detection time is required.

4.3 SUMMARY OF ISLANDING DETECTION IMPACT

Islanding detection protects the power system with DG from islanding and becoming out of synchronization by monitoring the variation of the frequency, phase angle, impedance, etc. PMU-based islanding detection is capable of obtaining and comparing data over a wide area, thus easily recognizing and locating islanding events. The frequency-measurement–based islanding detection method is not likely to fail through the influence of frequency measurement error. According to the simulation, a ±5 mHz error is much smaller than the frequency deviation in the islanding area. Typically, only when the frequency error is raised to a few tenths of 1 Hz can it cause islanding detection failure. Meanwhile, when the required detection time is equal to or above 2 s, it is unlikely to be influenced by the measurement error.
5. IMPACT ON DYNAMIC LINE RATING

The rating of a transmission line indicates the highest current that the line can transfer safely without damaging transmission components or jeopardizing the network’s safety, stability, and reliability. Normally the rating is determined by the maximum conductor temperature or the minimum clearance from the conductor to the ground [16]. Several factors also affect a line’s rating, such as ambient weather conditions (temperature, wind speed, solar radiation, etc.), conductor size, and resistance.

Traditionally, static line rating (SLR) is widely used by transmission owners and operators. However, SLR relies on the worst weather conditions [e.g., high ambient temperature (40°C), low wind speed (0.61 m/s), and full sun] and is considered too conservative [17].

DLR technology is developed to satisfy the increasing transmission capacity and effectively use the actual capacity of the transmission line. DLR technology monitors the time-varying weather and load conditions. Communication technologies are used to transfer these data to the DLR algorithm, which determines the capacity of the transmission line based on the real-time conditions.

5.1 APPROACH

IEEE Standard 738-2012 provides the mathematical equations to define the thermal behavior of the conductor, which can be used to calculate SLR, transient line rating, and DLR.

Up to now, two main methods have been used for real-time monitoring and DLR calculations. One is based on the sag monitor of the transmission line [18]. Alternatively, DLR technology uses PMU measurement data at both ends of the transmission line to calculate DLR [19]. The first method, which doesn’t use PMU measurement data, is beyond the scope of this report.

As shown in Fig. 5.1, PMUs are installed on both ends of transmission lines.

![Fig. 5.1. Transmission line with phasor measurement units at both ends.](Image)

The voltage and current phasors measured are as follows.

\[
\begin{align*}
\bar{V}_s &= V_s \angle \alpha_s = V_s (\cos \alpha_s + j \sin \alpha_s) \\
\bar{I}_s &= I_s \angle \beta_s = I_s (\cos \beta_s + j \sin \beta_s) \\
\bar{V}_r &= V_r \angle \alpha_r = V_r (\cos \alpha_r + j \sin \alpha_r) \\
\bar{I}_r &= I_r \angle \beta_r = I_r (\cos \beta_r + j \sin \beta_r)
\end{align*}
\]  

(5.1)
Measurements with the same time stamp are used to estimate transmission line parameters. The overall framework of the PMU-based DLR technology is shown in Fig. 5.2 (The model is illustrated in Appendix B).

![Fig. 5.2. Overall framework of phasor measurement unit (PMU)–based dynamic line rating technology.](image)

The flow chart works as follows.

1. Collect the real-time voltage and current phasor quantities \((V_r, I_r, V_s, I_s)\) at both ends of the transmission line measured by PMUs.
2. Calculate actual impedance and shunt admittance of the line and extract the resistance.
3. Calculate the average conductor temperature based on the estimated resistance and properties of the conductor material.
4. Measure local weather conditions directly (e.g., wind speed and direction, ambient temperature, sun emission).
5. Calculate DLR in real time by considering estimated resistance, average conductor temperature, and local weather conditions.

The PMU measurement error will induce uncertainty in the estimation of the transmission line parameter due to the analog-to-digital converter (ADC) resolution and the associated computational algorithm [20]. It will raise the error of the estimated average temperature and, consequently, the error of the estimation of DLR. To evaluate the error impact on DLR, error percentage of DLR is defined as

\[
\eta = \frac{I_{\text{max\_error}} - I_{\text{max}0}}{I_{\text{max}0}} \times 100\% ,
\]  

(5.2)
where $I_{\text{max, error}}$ is the maximum allowable current calculated with error and $I_{\text{max,0}}$ is the maximum allowable current calculated without error.

5.2 RESULTS AND ANALYSIS

The conductor of the transmission line adopts the 26/7 Drake aluminum conductor, steel-reinforced (ACSR). The configuration and the parameters of the conductor are based on IEEE Std. 738-2012. The DLR model in this system is assumed to refresh every 10 min. When incorporating PMU measurements into the DLR calculating model, there are different kinds of errors, such as the PMU buffer, the magnitude error, the angle error, and so on. Only the angle error is considered here as an example. It originates mainly from two parts: PMU and instrumentation channel. For the PMU part, we use $-0.6^\circ$ to $+0.6^\circ$, which is required by IEEE Std. C37.118.1-2011. The instrumentation channel errors include CT/VT/CCVT and cable, and range from $-1^\circ$ to $0^\circ$. Notice that $\pm0.6^\circ$ is the maximum error required by the standard. The errors of most commercial PMUs are much less than this value.

5.2.1 Scenario 1

To find out the worst case of the PMU measurement error impact, 64 cases are tested, representing the 64 different error directions possible, as shown in Table 5.1. In this scenario, all the cases are carried under the base case (refer to Appendix C.1), which means the time-varied parameters (the wind speed, temperature, solar radiation, load, etc.) are assumed constant. In this base case, DLR without PMU measurement error is 1,192.881 A.

<table>
<thead>
<tr>
<th>CASE</th>
<th>$a_s$</th>
<th>$\beta_s$</th>
<th>$a_r$</th>
<th>$\beta_r$</th>
<th>$I_{\text{max}}$ (A)</th>
<th>Error $\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1035.734</td>
<td>0.000%</td>
</tr>
<tr>
<td>2</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>1017.415</td>
<td>-1.769%</td>
</tr>
<tr>
<td>3</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1066.743</td>
<td>2.994%</td>
</tr>
<tr>
<td>4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.6</td>
<td>-0.6</td>
<td>1027.921</td>
<td>-0.754%</td>
</tr>
<tr>
<td>5</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1042.322</td>
<td>0.636%</td>
</tr>
<tr>
<td>6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.6</td>
<td>0.6</td>
<td>1022.231</td>
<td>-1.304%</td>
</tr>
<tr>
<td>7</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1084.030</td>
<td>4.663%</td>
</tr>
<tr>
<td>8</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1041.500</td>
<td>0.557%</td>
</tr>
<tr>
<td>9</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1075.094</td>
<td>3.800%</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1035.734</td>
<td>0.000%</td>
</tr>
<tr>
<td>11</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1119.590</td>
<td>8.096%</td>
</tr>
<tr>
<td>12</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>1066.743</td>
<td>2.994%</td>
</tr>
<tr>
<td>13</td>
<td>0.6</td>
<td>0.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1078.714</td>
<td>4.150%</td>
</tr>
<tr>
<td>14</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>1042.322</td>
<td>0.636%</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
<td>0.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1132.424</td>
<td>9.335%</td>
</tr>
<tr>
<td>16</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1084.03</td>
<td>4.663%</td>
</tr>
<tr>
<td>17</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1065.524</td>
<td>2.876%</td>
</tr>
<tr>
<td>18</td>
<td>-0.4</td>
<td>-1.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1027.396</td>
<td>-0.805%</td>
</tr>
<tr>
<td>19</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1102.077</td>
<td>6.405%</td>
</tr>
<tr>
<td>CASE</td>
<td>$\alpha_s$</td>
<td>$\beta_s$</td>
<td>$\alpha_t$</td>
<td>$\beta_t$</td>
<td>$I_{\text{max}}$ (A)</td>
<td>Error $\eta$</td>
</tr>
<tr>
<td>------</td>
<td>------------</td>
<td>-----------</td>
<td>-------------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>20</td>
<td>-0.4</td>
<td>-1.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>1045.998</td>
<td>0.991%</td>
</tr>
<tr>
<td>21</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1082.437</td>
<td>4.509%</td>
</tr>
<tr>
<td>22</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>1040.346</td>
<td>0.445%</td>
</tr>
<tr>
<td>23</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1129.509</td>
<td>9.054%</td>
</tr>
<tr>
<td>24</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1075.419</td>
<td>3.832%</td>
</tr>
<tr>
<td>25</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1118.025</td>
<td>7.945%</td>
</tr>
<tr>
<td>26</td>
<td>0.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1065.524</td>
<td>2.876%</td>
</tr>
<tr>
<td>27</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1168.466</td>
<td>12.815%</td>
</tr>
<tr>
<td>28</td>
<td>0.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>1102.077</td>
<td>6.405%</td>
</tr>
<tr>
<td>29</td>
<td>0.6</td>
<td>-0.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1130.455</td>
<td>9.145%</td>
</tr>
<tr>
<td>30</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>1082.437</td>
<td>4.509%</td>
</tr>
<tr>
<td>31</td>
<td>0.6</td>
<td>-0.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td><strong>1192.881</strong></td>
<td><strong>15.173%</strong></td>
</tr>
<tr>
<td>32</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1129.509</td>
<td>9.054%</td>
</tr>
<tr>
<td>33</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1013.654</td>
<td>-2.132%</td>
</tr>
<tr>
<td>34</td>
<td>-1.6</td>
<td>-0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>1019.849</td>
<td>-1.534%</td>
</tr>
<tr>
<td>35</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1015.760</td>
<td>-1.929%</td>
</tr>
<tr>
<td>36</td>
<td>-1.6</td>
<td>-0.4</td>
<td>0.6</td>
<td>-0.6</td>
<td>1015.054</td>
<td>-1.997%</td>
</tr>
<tr>
<td>37</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1013.721</td>
<td>-2.125%</td>
</tr>
<tr>
<td>38</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.6</td>
<td>0.6</td>
<td>1016.007</td>
<td>-1.905%</td>
</tr>
<tr>
<td>39</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1020.090</td>
<td>-1.510%</td>
</tr>
<tr>
<td>40</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1013.643</td>
<td>-2.133%</td>
</tr>
<tr>
<td>41</td>
<td>-0.6</td>
<td>0.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1017.913</td>
<td>-1.721%</td>
</tr>
<tr>
<td>42</td>
<td>-0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1013.654</td>
<td>-2.132%</td>
</tr>
<tr>
<td>43</td>
<td>-0.6</td>
<td>0.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1031.406</td>
<td>-0.418%</td>
</tr>
<tr>
<td>44</td>
<td>-0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>1015.760</td>
<td>-1.929%</td>
</tr>
<tr>
<td>45</td>
<td>-0.6</td>
<td>0.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1018.909</td>
<td>-1.624%</td>
</tr>
<tr>
<td>46</td>
<td>-0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>1013.721</td>
<td>-2.125%</td>
</tr>
<tr>
<td>47</td>
<td>-0.6</td>
<td>0.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1037.907</td>
<td>0.210%</td>
</tr>
<tr>
<td>48</td>
<td>-0.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1020.090</td>
<td>-1.510%</td>
</tr>
<tr>
<td>49</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1015.589</td>
<td>-1.945%</td>
</tr>
<tr>
<td>50</td>
<td>-1.6</td>
<td>-1.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1015.174</td>
<td>-1.985%</td>
</tr>
<tr>
<td>51</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>-1.6</td>
<td>1023.557</td>
<td>-1.176%</td>
</tr>
<tr>
<td>52</td>
<td>-1.6</td>
<td>-1.6</td>
<td>0.6</td>
<td>-0.6</td>
<td>1013.600</td>
<td>-2.137%</td>
</tr>
<tr>
<td>53</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.4</td>
<td>1019.687</td>
<td>-1.549%</td>
</tr>
<tr>
<td>54</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.6</td>
<td>0.6</td>
<td>1013.617</td>
<td>-2.135%</td>
</tr>
<tr>
<td>55</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-1.6</td>
<td>1035.734</td>
<td>0.000%</td>
</tr>
<tr>
<td>56</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.6</td>
<td>-0.6</td>
<td>1017.415</td>
<td>-1.769%</td>
</tr>
<tr>
<td>57</td>
<td>-0.6</td>
<td>-0.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1030.819</td>
<td>-0.475%</td>
</tr>
</tbody>
</table>
Table 5.1 shows the estimated maximum allowable currents (DLRs) and their error percentages under 64 different cases (each phase angle ±1.2°). Case 31 (bolded) is the worst case during these situations. In this case, the DLR is 1,192.881 A, and the maximum relative error reaches as high as 15.173%.

From the last column, it can be seen that the error percentage can be positive or negative, which means, considering the PMU error, the estimation of DLR sometimes appears more conservative and sometimes more optimistic.

In cases 1 and 64, the relative error is zero. This is because when all the angle errors increase or decrease in the same direction with the same value, they are deducted from each other, resulting in a zero DLR error.

5.2.2 Scenario 2

The estimation of DLR error is also evaluated under various weather conditions as weather conditions highly affect the rating. The following study shows a DLR error band under different weather conditions (summer and winter). (See Appendix C.3 for details of the weather conditions.)

Figure 5.3 shows a 1-day DLR in summer. The red-circle line stands for the DLR without the PMU measurement error, and the red shadow represents the DLR error band. The green, brown, and pink dashed curves are the temperature, wind speed, and solar heat gain, respectively.

Fig. 5.3 shows the relative error of DLR varies as the weather changes. The maximum error is 45.87%, which is even higher than the maximum value in scenario 1.

Similarly, Fig. 5.4 shows the angle error impact on DLR on 1 day in winter.

In Fig. 5.4, the blue-circle line represents the DLR without the PMU measurement error in winter and the blue shadow is the DLR error band. In this case, the maximum error is 22.87%. Compared with the summer situation in Fig. 5.4, the average DLR of the line in winter is higher than in summer.

Both these cases give examples that show roughly how much a maximum PMU error affects the estimation of DLR under different weather conditions. It should be noted that these examples are not intended to give a specific DLR error boundary. The DLR system may induce the error by two stages: data collection and DLR calculation. Any improvement for either of these stages has the potential to reduce the error percentage (e.g., using average input of PMU data from the sensors to reduce the impact of measurement error).
Fig. 5.3. Dynamic line rating error on 1 day in summer.

Fig. 5.4. Dynamic line rating error on 1 day in winter.
5.2.3 Scenario 3

DLR is associated with many factors, such as temperature, wind speed, and solar heat gain. To determine how those factors affect estimation errors, different tests are carried out: (a) keep the temperature (40°C) and solar heat gain (23.15 w/m) fixed and change the wind speed, (b) keep the solar heat gain and wind speed (0.61 m/s) fixed and change the temperature, and (c) keep the temperature and wind speed fixed and change the solar heat gain. The results are shown in Fig. 5.5.

(a) Impact of wind speed on dynamic line rating error
(b) Impact of temperature on dynamic line rating error
(c) Impact of solar heat on dynamic line rating error
(d) Comparison of the error brought by three impact factors

Fig. 5.5. Impact of wind speed, temperature, and solar heat gain on dynamic line rating error:
(a) impact of wind speed on dynamic line rating error, (b) impact of temperature on dynamic line rating error, (c) impact of solar heat on dynamic line rating error, and (d) comparison of the error brought by three impact factors.

Fig. 5.5(a) shows that when the wind speed goes up, both the DLR and maximum error increase; when the wind speed goes down, both the DLR and the maximum error decrease. In the same manner, Fig. 5.5(b) and (c) show that the temperature and solar heat have the opposite effect on the DLR and maximum error. Fig. 5.5(d) shows the relationship between the error percentage and the parameters that correspond to wind speed changes, temperature changes, and solar heat changes. The figure illustrates that maximum estimation error percentage is sensitive to the wind speed, while it is not sensitive to the temperature and solar heat gain.
5.3 SUMMARY OF DYNAMIC LINE RATING IMPACT

PMU measurement data at both ends of the transmission line can be used to calculate DLR. The phase angle errors at both ends can induce a relatively huge error in the estimation of DLR. The maximum estimation error percentage is sensitive to wind speed but not to temperature and solar heat gain.

It should be noted that in this study the phase angle error includes both $\pm 0.6^\circ$ PMU error and $-1^\circ$ to $0^\circ$ instrumentation channel error. For real commercial PMUs, the phase angle errors are smaller than $\pm 0.6^\circ$; therefore the errors of DLR are also smaller. If the angle errors from instrumentation channels are compensated by calibration, the errors of DLR will decrease further. Meanwhile, some improved calculation algorithms may have the potential to reduce the error impact and need to be studied further.

The transmission system must become more flexible as new renewable and natural gas generation enters the grid. DLR technology is inexpensive to install and operationally flexible, making it an attractive alternative to more costly transmission system upgrades.
6. CONCLUSION

In this report, the impact of synchrophasor measurement error on several applications is analyzed. The results are included in Table 6.1

<table>
<thead>
<tr>
<th>Application</th>
<th>Effect</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event location</td>
<td>A small number of cases show impact</td>
<td>Minor impact typically</td>
</tr>
<tr>
<td>Oscillation detection</td>
<td>Possible failure detection or false alarm</td>
<td>Threshold dependent</td>
</tr>
<tr>
<td>Islanding detection</td>
<td>Not likely to be influenced for detection time above 2 s</td>
<td>Detection time dependent</td>
</tr>
<tr>
<td>Dynamic line rating</td>
<td>Potential to induce huge error.</td>
<td>Very sensitive</td>
</tr>
</tbody>
</table>

It can be seen from the table that the DLR application is more likely to be influenced by measurement error. It is possible for the oscillation to be submerged by the error, resulting in detection failure. It is also possible for a nonoscillation to be reported as a result of error. Both depend on the threshold. For islanding detection, when the required detection time is equal to or above 2 s, it is unlikely to be influenced by the measurement error. For event location, the error in most cases is not likely to impact the result.

The PMU errors used in this study are taken from IEEE Std. C37.118.1-2011 as the minimum required for PMUs. We need to point out that many commercial PMUs, as well as the FDRs from UTK/ORNL, have a much higher level of accuracy. For example, one commercial PMU we tested has an angle accuracy of 0.005 degree and frequency accuracy of 0.1 mHz. The UTK/ORNL FDR has an angle accuracy of 0.005 degree and frequency accuracy of 0.06 mHz. In a future study, it may be more realistic to use typical industry accuracy levels for an assessment.
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APPENDIX A. APPLICATIONS OF PHASOR MEASUREMENT UNITS
This bubble chart illustrates the target synchrophasor applications for the electric power industry, mainly based on [1, 2]. The applications analyzed in this report were selected from this chart.

1 = Planned & developing, 2 = Engineering studies offline, 3 = Testing, 4 = Fully implemented (NY ISO also installed 938 automated capacitors)

<table>
<thead>
<tr>
<th>Bubble Chart</th>
<th>Build Metrics and Project Description</th>
<th>Core Metrics</th>
<th>Number of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oscillation detection</td>
<td>• IPC—1 (oscillation energy and mode meter monitoring)</td>
<td>• IPC—1</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>• MISO—1 (oscillation monitoring)</td>
<td>• MISO—3/4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PJM—1</td>
<td>• ISO-NE (model analysis)—2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• WECC—4 (oscillation energy and mode meter monitoring)</td>
<td>• ISO-NE phasor point—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Entergy—4</td>
<td>• WECC—3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NYISO—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Duke—1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PJM—3</td>
<td></td>
</tr>
<tr>
<td>Phase angle visualization/monitoring</td>
<td>• ATC—3</td>
<td>• ATC frequency monitoring—3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>• CCET—4</td>
<td>• MISO—3/4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• FP&amp;L—1</td>
<td>• ISO-NE phasor point—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• IPC—1</td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ISO-NE—1</td>
<td>• NYISO phase angle monitoring—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Midwest E.—1</td>
<td>• PJM—1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PJM—4</td>
<td>• FPL—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• WECC—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lafayette—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NY ISO—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Entergy—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency event detection</td>
<td></td>
<td>• ATC frequency monitoring—3</td>
<td>5</td>
</tr>
<tr>
<td>Voltage stability monitoring</td>
<td>• FP&amp;L—1</td>
<td>• MISO—3/4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• IPC—1</td>
<td>• ISO-NE phasor point—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ISO-NE—1</td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Midwest E.—1</td>
<td>• NYISO—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NY ISO—4</td>
<td>• ATC—3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• WECC—4</td>
<td>• MISO—3/4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• CCET—4</td>
<td>• ISO-NE ROSE—2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Entergy—4</td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NYISO—4</td>
<td></td>
</tr>
<tr>
<td>Alarming/event management</td>
<td>• FP&amp;L—1 (disturbance analysis)</td>
<td>• ATC disturbance monitoring—3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NYISO event detection/alarm—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Islanding detection</td>
<td>• ATC—3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td>Bubble Chart</td>
<td>Build Metrics and Project Description</td>
<td>Core Metrics</td>
<td>Number of Instances</td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Model validation and improvement (general)</td>
<td>• Power system restoration&lt;br&gt;  o WECC—4&lt;br&gt;  Steady state model benchmarking&lt;br&gt;  o IPC—1&lt;br&gt;  o WECC—1&lt;br&gt;  ATC—1&lt;br&gt;  CCET—1&lt;br&gt;  Midwest E.—1&lt;br&gt;  WECC—4&lt;br&gt;  ATC—3</td>
<td>• WECC—4&lt;br&gt;  • IPC-Detect disturbances &amp; analyze for model validation—2&lt;br&gt;  • ATC general “tools” validation—1&lt;br&gt;  • MISO—1&lt;br&gt;  • ISO-NE—2/4&lt;br&gt;  • WECC—4&lt;br&gt;  • NYISO—4&lt;br&gt;  • WECC—4&lt;br&gt;  • NYISO—4&lt;br&gt;  • Duke—3&lt;br&gt;  • PJM—3</td>
<td>8</td>
</tr>
<tr>
<td>State estimation (specific model)</td>
<td>• Improved state estimation&lt;br&gt;  o ATC—3&lt;br&gt;  o CCET—1&lt;br&gt;  o FP&amp;L—1&lt;br&gt;  o Midwest E.—1&lt;br&gt;  o MISO—1 (state estimation integration)&lt;br&gt;  o NY ISO—4&lt;br&gt;  o WECC—4&lt;br&gt;  o Entergy—4</td>
<td>• IPC wind plants (also some other generators)—1 &amp; 2&lt;br&gt;  • ISO-NE nuclear plant model—4&lt;br&gt;  • WECC nuclear plant—4&lt;br&gt;  • PJM—1 (awaiting GSU PMU)</td>
<td>10</td>
</tr>
<tr>
<td>Power plant (specific models)</td>
<td>• Postmortem analysis&lt;br&gt;  o ATC—3&lt;br&gt;  o CCET—1&lt;br&gt;  o FP&amp;L—1&lt;br&gt;  o IPC—1&lt;br&gt;  o ISO-NE—1&lt;br&gt;  o Midwest E.—1&lt;br&gt;  o NY ISO—4&lt;br&gt;  o PJM—1 (disturbance analysis)&lt;br&gt;  (postmortem analysis at 4 if these are same)&lt;br&gt;  o WECC—4&lt;br&gt;  o Lafayette—4&lt;br&gt;  o Entergy—4</td>
<td>• ATC—2&lt;br&gt;  • ISO-NE—2&lt;br&gt;  • NYISO—4&lt;br&gt;  • Duke—4</td>
<td>12</td>
</tr>
<tr>
<td>Post event analysis</td>
<td>• Operator training&lt;br&gt;  • Wide area awareness/visibility&lt;br&gt;  o Thermal overload monitoring&lt;br&gt;  o WECC—4&lt;br&gt;  o Maybe Lafayette</td>
<td>• WECC—4&lt;br&gt;  • MISO enhanced real time displays—2 (13 with Lafayette)</td>
<td>1</td>
</tr>
<tr>
<td>Bubble Chart</td>
<td>Build Metrics and Project Description</td>
<td>Core Metrics</td>
<td>Number of Instances</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------------</td>
<td>--------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>General Monitoring/Visualization</td>
<td>• FP&amp;L—1</td>
<td>• ISO-NE—2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• IPC—1 (reactive reserves monitoring)</td>
<td>• ISO-NE ROSE—2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• IPC—1 (path loading and congestion management)</td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• MISO—1</td>
<td>• NYISO—3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PJM—1</td>
<td>• Duke—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• CCET—4 (RTDMS, build baseline)</td>
<td>• PJM—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• WECC—1 (reactive reserves monitoring &amp; device control)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• WECC—1 (path loading &amp; congestion management)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ATC—2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Entergy—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DG/IPP applications</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General event detection</td>
<td>• FP&amp;L—1</td>
<td>• ATC—1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ISO-NE—1 (disturbance detection)</td>
<td>• MISO—3/4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• MISO—1</td>
<td>• ISO-NE phasor point—4; ROSE—2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Entergy—4</td>
<td>• WECC—4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PJM—1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• FPL (equipment health)—4</td>
<td></td>
</tr>
<tr>
<td>Identify a specific problem (generator, substation...) (case study or event instance, not application)</td>
<td>• MISO</td>
<td>Not an application—just added for general information</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• FPL</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• WECC</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• ISO-NE</td>
<td></td>
</tr>
<tr>
<td>PMU data quality monitoring/ improvement</td>
<td>• ISO-NE—4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PJM—4</td>
<td></td>
</tr>
</tbody>
</table>

Description:

- Separate bullets for all instances of a recipient having this application
  - Solid bullet if the application is a category
  - Circle bullet if the application is a subcategory
- First column is based on [1, 2].
  - Rows that begin with “bullets” are subsets of special cases of the overall category
- Second column is the list of applications from the Build Metrics and project descriptions on the website ([https://smartgrid.gov/sites/default/files/synchrophasor_project_status_110114-3.pdf](https://smartgrid.gov/sites/default/files/synchrophasor_project_status_110114-3.pdf)), and instances (recipients) if reported there
  - If the application is the same or similar to one in the first column, it is in the same line as the first column
  - If the application is a subset of the first column, it is listed as a bullet
- Third column is instances (recipients) of column 1 application mentioned in core metrics
- Fourth column (number of instances) = number if in {column 2 OR column 3}
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APPENDIX B. DYNAMIC LINE RATING MODEL
APPENDIX B. DYNAMIC LINE RATING MODEL

This appendix provides a model for phasor-measurement-unit-based dynamic line rating technology [1, 2]. This model is used in Section 5 of this report.

B.1 NON-STEADY-STATE HEAT BALANCE

\[ q_c + q_r + m \cdot C_p \cdot \frac{dT_{avg}}{dt} = q_s + I^2 \cdot R(T_{avg}) , \] 

(1)

where \( q_c \) is convective heat loss; \( q_r \) is radiated heat loss rate; \( q_s \) is rate of solar heat gain; \( I \) is current of the transmission line; \( mC_p \) is total heat capacity of conductor; \( T_{avg} \) is the average conductor temperature; and \( R(T_{avg}) \) is AC resistance of conductor at temperature, \( T_{avg} \).

B.2 CONVECTIVE HEAT LOSS \((q_c)\)

Convective heat loss is customarily divided into two types: natural convection \((q_{cn})\) and forced convection \((q_{c1}, q_{c2})\).

B.2.1 Natural Convection \((q_{cn})\)

\[ q_{cn} = 3.645 \cdot \rho_f^{0.5} \cdot D_0^{0.75} \cdot (T_s - T_a)^{1.25} , \]

(2)

where \( D_0 \) is the conductor diameter; \( \rho_f \) is air density; \( T_s \) is conductor surface temperature; \( T_a \) is ambient air temperature.

B.2.2 Forced Convection

\[ q_{c1} = K_{angle} \cdot [1.01 + 1.35 \cdot N_{Re}^{0.52}] \cdot k_f \cdot (T_s - T_a) \]

(3)

\[ q_{c2} = K_{angle} \cdot 0.754 \cdot N_{Re}^{0.6} \cdot k_f \cdot (T_s - T_a) \]

(4)

Wind direction factor \( K_{angle} \) is

\[ K_{angle} = 1.1194 - \cos(\phi) + 0.194 \cdot \cos(2\phi) + 0.368 \sin(2\phi) , \]

(5)

where \( \phi \) is the angle between the wind direction and the conductor axis.

Reynolds number, \( N_{Re} \), is given as

\[ N_{Re} = \frac{D_0 \cdot \rho_f \cdot V_w}{\mu_f} , \]

(6)

where \( V_w \) is the wind velocity; \( \mu_f \) is the dynamic viscosity of air.

The dynamic viscosity of air is
\[
\mu_f = \frac{1.458 \cdot 10^{-6} \cdot (T_{film} + 273)^{1.5}}{T_{film} + 383.4}.
\] (7)

The air density is

\[
\rho_f = \frac{1.293 - 1.525 \cdot 10^{-4} \cdot H_e + 6.379 \cdot 10^{-9} \cdot H_e^2}{1 + 0.00367 \cdot T_{film}} \text{[kg/m}^3\text{]}.
\] (8)

Thermal conductivity of air is

\[
k_f = 2.424 \cdot 10^{-2} + 7.477 \cdot 10^{-5} \cdot T_{film} - 4.407 \cdot 10^{-9} \cdot T_{film}^2.
\] (9)

Average temperature of the boundary layer is

\[
T_{film} = \frac{T_e + T_a}{2}.
\] (10)

### B.3 RADIATED HEAT LOSS RATE \( (q_r) \)

\[
q_r = 17.8 \cdot D_0 \cdot \varepsilon \left[ \left( \frac{T_i + 273}{100} \right)^4 - \left( \frac{T_a + 273}{100} \right)^4 \right],
\] (11)

where \( \varepsilon \) is emissivity.

### B.4 RATE OF SOLAR HEAT GAIN \( (q_s) \)

\[
q_s = \alpha \cdot Q_{se} \cdot \sin(\theta) \cdot A',
\] (12)

where \( \alpha \) is solar absorptivity; \( A' \) is the projected area of the conductor.

The effective angle of incidence of the sun’s rays is

\[
\theta = \arccos[\cos(H_c) \cdot \cos(Z_c - Z_i)].
\] (13)

The solar altitude of the sun, \( H_c \), is

\[
H_c = \arcsin[\cos(Lat) \cdot \cos(\delta) \cdot \cos(\omega) + \sin(Lat) \sin(\delta)].
\] (14)

The solar declination, \( \delta \), is

\[
\delta = 23.46 \cdot \sin \left( \frac{284 + N}{365} \cdot 360 \right).
\] (15)

The solar azimuth, \( Z_c \), is
\[ Z_c = C + \arctan(\chi) , \] (16)

where

\[ \chi = \frac{\sin(\omega)}{\sin(Lat) \cdot \cos(\omega) - \cos(Lat) \cdot \tan(\delta)} , \] (17)

and \( C \) is the solar azimuth constant (in degrees) and is a function of the “Hour angle” \( \omega \) and the solar azimuth variable \( \chi \) as shown in the Table B.1:

<table>
<thead>
<tr>
<th>Hour angle ( \omega ), degrees</th>
<th>( C ) if ( \chi \geq 0 ) degrees</th>
<th>( C ) if ( \chi &lt; 0 ) degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-180 \leq \omega &lt; 0)</td>
<td>0</td>
<td>180</td>
</tr>
<tr>
<td>(0 \leq \omega &lt; 180)</td>
<td>180</td>
<td>360</td>
</tr>
</tbody>
</table>

The solar heat intensity at the earth’s surface, \( Q_{se} \), is

\[ Q_{se} = K_{solar} Q_s , \] (18)

where

\[ K_{solar} = 1 + 1.148 \cdot 10^{-4} \cdot H - 1.108 \cdot 10^{-8} \cdot H^2 . \] (19)

The total heat flux density is

\[ Q_s = A + BH_c + CH_c^2 + DH_c^3 + EH_c^4 + FH_c^5 + GH_c^6 . \] (20)

The solar heat gain is the amount of the solar heat energy delivered to the conductor, which depends on the sun’s position in the sky. The original expression of \( q_s \) is plotted as Fig. B.4.1(A).
The real data of solar irradiation, based on National Renewable Energy Laboratory measurements, are shown in Fig. B.4.2 [3]. We can see that before sunrise and after sunset, the minimum solar radiation is zero, meaning the minimum solar heat energy is zero. According to the definition and the measurements of the solar heat radiation, the expression of $q$, can be modified as in Fig. B.4.1(B).

$$R(T_{\text{avg}}) = \left[ \frac{R(T_{\text{high}}) - R(T_{\text{low}})}{T_{\text{high}} - T_{\text{low}}} \right] \cdot (T_{\text{avg}} - T_{\text{low}}) + R(T_{\text{low}})$$  \hfill (21)

**B.5 CONDUCTOR ELECTRICAL RESISTANCE**

**B.6 IMPEDANCE AND SHUNT ADMITTANCE ESTIMATED BY PMU MEASUREMENTS**

For the nominal π model, the relationship between the line parameters and the sending and receiving end voltages and currents is as follows.
\[
\begin{bmatrix}
V_s \\
I_s
\end{bmatrix} = \begin{bmatrix}
1 + \frac{YZ}{2} & Z \\
Y(1 + \frac{YZ}{4}) & 1 + \frac{YZ}{2}
\end{bmatrix} \begin{bmatrix}
V_R \\
I_R
\end{bmatrix}
\]

(22)

The impedance and admittance can be solved by the following equations.

\[
Y = \frac{2(I_s - I_R)}{V_s + V_R}
\]

(23)

\[
Z = \frac{V_s^2 - V_R^2}{V_s I_R + V_R I_s}
\]

(24)

B.7 STEPS

**Step 1**: The voltage and current phasors of both ends from PMU measurement are imported to the model.

**Step 2**: The impedance and admittance of the transmission line are computed by Eqs. (23) and (24).

**Step 3**: The average temperature of the conductor is computed by Eq. (21).

**Step 4**: A series of calculations must be performed, each applying to a short period of time (as was done for the transient case), during which the current and weather parameters (wind speed and direction, ambient temperature, etc.) are assumed to remain constant and equal to their values at the beginning of the interval. Weather condition data are imported to the model.

**Step 5**: The maximum current of the conductor for the time interval (Δt) is calculated using the non-steady-state heat balance equation, Eq. (1).

**Step 6**: At the next time step, the model refreshes the average temperature of conductor and weather conditions. Repeat Step 5.
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APPENDIX C. INPUT DATA FOR DYNAMIC LINE RATING MODEL

This appendix presents the data used for the dynamic line rating model. The data are used to calculate the results in Section 5.2.2 of this report. The model is described in Appendix B.

C.1 BASE CASE

<table>
<thead>
<tr>
<th>Table C.1 Parameters of the base case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage level</td>
</tr>
<tr>
<td>Total length</td>
</tr>
<tr>
<td>Conductor</td>
</tr>
<tr>
<td><strong>Phasor measurement unit measurement</strong></td>
</tr>
<tr>
<td>Sending end voltage $V_s$</td>
</tr>
<tr>
<td>Sending end current $I_s$</td>
</tr>
<tr>
<td>Receiving end voltage $V_r$</td>
</tr>
<tr>
<td>Receiving end current $I_r$</td>
</tr>
</tbody>
</table>

**Weather**

<table>
<thead>
<tr>
<th>Wind speed</th>
<th>0.61 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient temperature</td>
<td>40°C</td>
</tr>
</tbody>
</table>

ACSR = aluminum conductor, steel-reinforced

C.2 CONDITION

<table>
<thead>
<tr>
<th>Table C.2 Parameters of the calculation condition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value</strong></td>
</tr>
<tr>
<td>Emissivity</td>
</tr>
<tr>
<td>Solar absorptivity</td>
</tr>
<tr>
<td>Maximum allowable conductor temperature</td>
</tr>
<tr>
<td>Conductor outside diameter ($D_0$)</td>
</tr>
<tr>
<td>Conductor AC resistance $R$(25°C)</td>
</tr>
<tr>
<td>Conductor AC resistance $R$(75°C)</td>
</tr>
<tr>
<td>Latitude</td>
</tr>
<tr>
<td>Atmosphere</td>
</tr>
<tr>
<td>Line elevation ($H_e$)</td>
</tr>
<tr>
<td>Solar altitude in summer ($H_s$)</td>
</tr>
<tr>
<td>The weights of the steel (m)</td>
</tr>
<tr>
<td>Heat ($C_p$)</td>
</tr>
<tr>
<td>Time interval</td>
</tr>
</tbody>
</table>

C.3 WIND SPEED AND AMBIENT TEMPERATURE IN ONE DAY (SUMMER AND WINTER)

Temperature_Summer = [35, 34.2, 33, 32.5, 31, 30.5, 30, 29.6, 29, 30.8, 32, 34, 35, 35.5, 36, 37, 38, 40, 38, 36, 33, 32.5, 31, 28]
Windspeed_Summer = [2.1, 2.16, 2.3, 3.6, 4.5, 4, 2, 3.5, 4.6, 4.1, 3.5, 2.1, 3, 3.4, 4.4, 4.2, 3, 1.2, 2.5, 1.4, 2, 1.5, 2, 3.3]

Temperature_Winter = [5, 4.2, 3, 2.5, 1, 0.5, 0, -0.4, -1, 0.8, 2, 4, 5, 5.5, 6, 7, 8, 10, 8, 6, 3, 2.5, 1, -2]

Windspeed_Winter = [0.5, 0.75, 0.63, 0.4, 1.2, 0.8, 0.67, 1.32, 1.35, 1.5, 1.0, 0.79, 0.92, 0.34, 0.4, 0.62, 0.70, 1.2, 2, 1.5, 1.8, 2.6, 1.5, 2]